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INTRODUCTION
Recent work has emphasized the crucial importance that algorithms are playing in all aspects of life: from hiring decisions to credit scores to criminal sentencing [2, 6, 19, 33]. These algorithmic results, often built on opaque machine learning machinery, determine people’s futures. This rapidly growing impact has inspired a great deal of work into topics of transparency of algorithms [14, 27], algorithmic awareness [15], and understanding and capturing algorithmic bias [5].

This growing recognition of the impact of algorithmic decision making, and recent legislation mandating explanations for machine learning results [17], has inspired machine learning work focused on explaining outputs [7, 18, 21, 22]. Being able to explain decisions deeply and meaningfully has been proposed as essential for maintaining legitimacy (particularly of governmental decision-making) [6, 12, 28]. There are risks as well as benefits to providing explanations, however. Providing explanations might make it easier for antagonists to game systems [13], with potentially devastating consequences [8].

Even when machine learning decisions can be explained, decision-subjects may not agree with the outcome. Many researchers have highlighted the importance of auditing algorithms [31], to improve them or provide warnings to others. But particularly in high-impact decision scenarios like criminal sentencing, subjects may need to appeal algorithmic decisions. In one case, for example, a judge overruled a plea deal based on an algorithmically generated score: “when I look at the risk assessment, it is about as bad as it could be” [2].

We briefly use the scenario of credit scoring to highlight some of the challenges of appeals. If someone is given a low credit score, how can they appeal the decision? In fact, consumers cannot dispute the credit score itself. But they can still manage their score. First, the rough set of features used in computing traditional credit scores is well publicized [23]. Thus users might make sure to pay their credit card bills on time to improve their scores.1 Credit reporting agencies also allow people to dispute incorrect content in their credit report. If information from another person or a duplicate account is included, for example, consumers can contact both the credit reporting agency and the information provider (e.g. loan company) with a letter describing each inaccurate data point [10].

While the FTC provides a sample letter [9], it is up to each decision-subject to explain and argue their case. And while the credit reporting company must investigate, the dispute might not be resolved – in which case, the company must simply include a dispute statement in future reports.

This example highlights a few of the challenges presented in appeals – there are many elements of an algorithmic decision-making system (input data, training data, algorithm itself, and output decision) each of which might conceivably be appealed. For example, while consumers might believe that having a higher credit limit should not be used as a feature to indicate better creditworthiness (or might question the training data from which that connection was learned), they cannot challenge that aspect of credit scoring. Similarly, the credit scoring scenario indicates that rarely are consumers the only audience for appeals. Indeed, regulators and other businesses may be more important (or powerful) stakeholders than the consumer; after all, credit scores are primarily designed to provide value for credit lending companies (not the consumer).

As this example suggests, making the algorithmic results interpretable is necessary to support algorithmic appeals, but not sufficient. Even if we assume that such explanations are perfect, despite the likely challenges,2 further issues remain. For example, who should make algorithmic appeals (consumers, regulators, other stakeholders)? What element of the algorithmic decision-making system should appeals operate on – the output, the algorithm itself, or input information (including training data)? And fundamentally, what algorithmic decision-making systems should be subject to appeals?

We briefly overview some of the systems that currently support appeals to understand what appeals typically look like. We then highlight a few cases where algorithmic systems likely should support appeals and note challenges for adding appeals.

CURRENT SYSTEMS SUPPORTING APPEALS
There are a number of existing systems that support appeals. By surveying these systems we hope to better understand how appeals typically work offline – and better understand how they might operate for algorithmically generated decisions.

The canonical example of appeals is in the legal system. The American Bar Association notes that it is a “popular misconception” that all cases are eligible for appeals [3]. Instead, appeals occur only when there is a legal basis, typically an alleged material error in the trial. For that reason, appeals are also not a new trial of the case (and do not consider new evidence). We then highlight a few cases where algorithmic systems likely should support appeals and note challenges for adding appeals.

1A perhaps unusual case where users “gaming” the system actually improves outcomes both for the consumer and the credit companies.

2The learning sciences literature has not established a framework for providing “good” explanations – instead finding that designing good explanations depends highly on topic (e.g. science vs. literature) and context [Eleanor O’Rourke, personal communication]
We have already briefly outlined appeals in credit scoring. A third area where people often encounter appeals is in insurance claims. In the health care system, for example, a decision-subject frequently appeals after an insurance decision has been made (unlike credit scoring where a consumer might preemptively check). The forms provided for Medicare appeals provide an example; the Department of Health and Human Services asks decision-subjects to explain: “I do not agree with the determination decision on my claim because ______” [26]. In this case, the decision-subject can appeal both the input data (having their medical team provide new information to the insurance provider) as well as how the decision was made.

**SYSTEMS THAT SHOULD SUPPORT APPEALS**

As the current appeal systems make clear, typically appeals are supported in high-impact situations (like health care decisions or criminal proceedings). Given the potential cost of appeals to system providers (as in audit studies [32]), a conservative assessment of which systems should support appeals might be prudent. One potential model for evaluating where appeals should be supported is the current legal framework that forbids discrimination in housing, employment, and credit decisions.\(^3\)

Algorithmic decision-making is already growing in these areas. For example, algorithms are playing a growing role in hiring decisions. While past work has shown that algorithmic cues tend to be isolated to early in the hiring process [4], the growing use of algorithmic hiring tools (even if used only to filter potential candidates) suggests their importance. While many companies celebrate the potential of algorithms to improve diversity [16], many are also aware that bias liability remains [30]. In this case, there might be reasons for the applicant to appeal, but also for internal audits or appeals of system results (e.g., a hiring manager overruling a system decision). However, if a system eliminates an applicant automatically, they may not have the opportunity to appeal that decision, particularly if the reason is never shared with them.

Algorithmic decision-making also already play an important role in criminal justice. Officials use algorithmic decisions about defendant’s risk of recidivism to inform decisions about bail, sentencing and early release [2]. These algorithmic tools use machine learning to infer which input features are more associated with recidivism. As Angwin et al. note, “defendants rarely have an opportunity to challenge their assessments” as the calculations that produce the score are considered proprietary [2].

Finally, researchers have explored the variety of new data being added to credit scoring algorithms [19]. Indeed, companies use social network data, e-commerce shopping behavior, device data (e.g. mobile applications installed), and even behavioral analytics including how quickly users scroll through terms of service to produce credit scores. While these approaches are “already provoking alarm among regulators and consumer-advocacy groups” the use of new data and technologies make it difficult to apply existing regulatory laws [19], suggesting that appeals may be an important alternative.

**CHALLENGES OF APPEALING ALGORITHMIC RESULTS**

Appeals may be important for algorithmic decision-making processes, though lack of awareness of algorithmic decision making systems stands in the way. However, there are a number of additional challenges for developing appeals of algorithmic systems, particularly those using machine learning. Appealing the algorithm itself is likely particularly challenging, as algorithms are frequently treated as propriety intellectual property [11]. Thus, revealing algorithmic processes is unlikely because it might allow theft, gaming of the system or it is fundamentally impossible to recreate the decision process.

Appealing input data can also be difficult in systems driven by machine learning. One might want to appeal either the training data used or the input data for an individual decision — however, the scale of data can make this hard. For example, if credit agencies use location data (which is particularly prone to inaccuracy [20]), it may be “practically impossible” to review the information due to the sheer volume of location traces for any given consumer [19]. As Ananny & Crawford note, “transparency can intentionally occlude” [1].

Even appealing the output may be hard for users. Users often trust algorithmic systems by default [24, 25, 29]. Recent work has even found that users can be surprisingly reticent to exert control over algorithmic systems, even when they disagree with the result and options for change are well-scaffolded [34].

**SUGGESTED PATH FORWARD**

While the challenges for developing a system supporting algorithmic appeals seem great, it is an important topic. We thus briefly suggest a path forward. We suggest initially focusing on algorithmic decision-making systems in protected categories, like housing, employment and credit decisions. Indeed, a 2016 White House report focused on just such case studies to highlight the opportunities and challenges of “big data” techniques [33]. Given the existing work on auditing algorithmic systems in such high impact domains, perhaps appeals should be tied to audits (e.g., the audit of criminal risk assessment tools [2]). The algorithm auditing literature also has explored a number of ways of exposing bias (including crowdsourcing), which might be leveraged. Given the aforementioned challenges to users of managing the scale of possible data and the reticence users might experience to intervene on algorithmic outputs, we also recommend controlled experiments designing, testing, and evaluating appeal systems that are usable and give consumers, regulators, and other stakeholders power to intervene in these algorithmic systems that are growing in scope and power.

---

\(^3\) Via the Civil Rights Act, Fair Housing Act, and Equal Credit Opportunity Act
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